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Wave manipulation using a bistable chain with reversible impurities
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We systematically study linear and nonlinear wave propagation in a chain composed of piecewise-linear
bistable springs. Such bistable systems are ideal test beds for supporting nonlinear wave dynamical features
including transition and (supersonic) solitary waves. We show that bistable chains can support the propagation
of subsonic wave packets which in turn can be trapped by a low-energy phase to induce energy localization.
The spatial distribution of these energy foci strongly affects the propagation of linear waves, typically causing
scattering, but, in special cases, leading to a reflectionless mode analogous to the Ramsauer-Townsend effect.
Furthermore, we show that the propagation of nonlinear waves can spontaneously generate or remove additional
foci, which act as effective “impurities.” This behavior serves as a new mechanism for reversibly programming
the dynamic response of bistable chains.
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I. INTRODUCTION

Multistable mechanical metamaterials have attracted in-
creasing attention from various research communities in
physics, engineering, and materials science, both because
of their unique static and dynamic behavior [1–3]. Indeed,
multistability has been leveraged to achieve controlled state
changes in engineering applications such as reconfigurable
robots [4,5], deployable space structures [6], medical de-
vices [7], and many others.

Even simple discrete systems composed of bistable ele-
ments (i.e., bistable lattices) are capable of rich and varied
nonlinear dynamics. For example, by tailoring the energy
landscape of a bistable element, a bistable lattice can allow
the propagation of transition fronts [8–12] where the propa-
gating directions and speed can be manipulated. In addition,
recent studies have shown that a bistable chain can support the
propagation of solitary waves [13–15].

Here, we study the in situ manipulation of the dynamic
response of a bistable chain in the broader context of linear
and nonlinear wave dynamics. In particular, we showcase
a mechanism for controllably inserting reversible effective
“impurities” in a bistable chain, arising from the trapping
of propagating wave packets. We numerically investigate the
amplitude-dependent behavior of a bistable chain that can
support not only supersonic solitary waves but, depending on
the impact speed, also subsonically propagating wave packets.
We find that the propagation of the latter is brought to a halt
in the bulk of the chain, leading to the formation of effective
impurities (albeit within a homogeneous medium) that may
play a central role in subsequent dynamics. More specifically,
we demonstrate that the presence of such energy foci affects

*raney@seas.upenn.edu

the scattering of linear waves. Interestingly, if two such effec-
tive impurities are placed next to each other and the system is
driven at a specific frequency that leads to the propagation of
a linear wave of a particular wave number, complete transmis-
sion without reflection can occur in a bistable lattice [16]. This
is reminiscent of the half-wavelength resonance [17], widely
known in quantum mechanics as the Ramsauer-Townsend
(RT) effect [18]. Its simplest instance involves perfect trans-
mission at select energies in one-dimensional (1D) scattering
from a square well. Multiple impurities can be created via
collisions of a propagating wave packet with an impurity. Note
that, hereafter, we will use the term impurity in this loose
sense, implying the presence of a standing wave, even though
no spatial inhomogeneity is present in the lattice.

Our presentation is organized as follows: Section II dis-
cusses the model setup, explains the dynamic response of
a 1D bistable chain under impact excitation, and identifies
the formation of impurities due to the trapping of a subsonic
wave packet. In Sec. III, we investigate the scattering behavior
between harmonic waves and single impurities. Section IV ex-
plores scattering for the case with multiple impurities. Finally,
Sec. V summarizes our findings and presents directions for
future studies.

II. BISTABLE CHAINS

We begin our discussion by examining the dynamic re-
sponse of a 1D lattice under an elastic impact excitation
caused by a striker [see Fig. 1(a)]. We define un as the relative
displacement of the nth particle measured from its equilib-
rium point. We define the strain of the nth particle as rn :=
un − un+1. Motivated by the reconfigurability of the bistable
lattice we consider the trilinear spring element [see Fig. 1(b)]
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FIG. 1. (a) Schematic illustration of the system composed of
bistable springs. The impact is applied to the leftmost unit (n = 1) by
setting an initial velocity. The rightmost mass (n = N) is connected
to a dashpot. (b) The relationship between force and strain of a
bistable spring is expressed by a trilinear function [cf. Eq. (1)]. The
stiffness parameters are (KI , KS, KII ) = (1, −1, 1.5) and the strain
parameters are (rS, rII ) = (0.4, 1). (c) The bistable energy landscape
obtained from the trilinear force-strain relationship of panel (b).

defined by the function

F (r) =
⎧⎨
⎩

KI r r � ra

KS (r − rS ) ra � r � rb

KII (r − rII ) rb � r,
(1)

where KI , KS , and KII are the stiffness parameters. Therefore,
Eq. (1) is a double-well potential as shown in Fig. 1(c). In
this study, we use the following set of numerical values for
the parameters: (KI , KS, KII ) = (1,−1, 1.5), and (rS, rII ) =
(0.4, 1). By using these values, we can determine the other
strain parameters: ra = KSrS/(KS − KI ) and rb = (KSrS −
KII rII )/(KS − KII ). Here, we define the “Phase I” and “Phase
II” regimes corresponding to the stable states around rI =

0 and rII = 1, respectively [see also Fig. 1(c)]. These two
regimes are connected by the spinodal region corresponding
to the negative stiffness range [see the shaded gray area in
Figs. 1(b) and 1(c)].

Based on this trilinear spring element, the dynamic re-
sponse of our bistable chain is analyzed by using the following
equation of motion:

mün = F (un−1 − un) − F (un − un+1), (2)

where m is the mass of the particle whose value is fixed to m =
1, and n = 1, . . . , N , with N being the number of particles in
the chain. It should be noted that the bistable chain has two
sound speeds: cI = √

KI/m = 1 and cII = √
KII/m = √

1.5
corresponding to Phase I and Phase II, respectively.

A. Amplitude-dependent behavior

We analyze strain profiles of propagating waves in a chain
consisting of N = 400 particles under impact. We numerically
simulate the effect of impact by setting the velocity of the first
particle to a nonzero value; that is, we set v1(t = 0) �= 0. All
other initial conditions are set to zero [i.e., positions un(t = 0)
and velocities vn(t = 0)]. Then, we advance Eq. (2) forward
in time by using a standard fourth-order Runge-Kutta method.
To minimize the effect of reflected waves at the other end of
the chain (n = 400), the last particle is connected to a dashpot
in which the damping force is linearly proportional to the ve-
locity of the last particle (Fν = νvN with ν = 1). The right end
of the chain is attached to a rigid wall, i.e., u401(t ) ≡ v401(t ) =
0 ∀ t � 0. Note that the total energy, which is composed of
elastic energy and kinetic energy of each unit, before waves
reach the last particle (n = 400) which is connected to the
dashpot is conserved within 10−7% in each simulation.

We now discuss Fig. 2, which shows the space-time con-
tour plots of the strain variable for four different values of
impact velocities: v1(t = 0) = 0.1, 0.552, 2, and 15. In par-
ticular, if v1(t = 0) = 0.1, we only observe small-amplitude
wave propagation and the chain configuration remains in
Phase I [see Fig. 2(a)]. If we increase the impact velocity

FIG. 2. Amplitude-dependent behavior for a bistable chain composed of strain-hardening springs (KII/KI = 1.5). All unit cells are initially
in Phase I. We apply an impact velocity to the first unit cell (n = 1) by setting v1(t = 0) �= 0. We consider four different values of the impact
velocities: (a) v1(t = 0) = 0.1, (b) 0.552, (c) 2, and (d) 15. The color indicates the strain rn as a function of the unit index n and time t .
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FIG. 3. Trapping behavior. (a) The spatial distribution of the subsonic wave packet generated by the impact velocity v1(t = 0) = 0.552 is
shown at different instants of time t . The waveforms for t = 585 and 660 correspond to the black vertical lines in Fig. 2(b), respectively. Each
strain profile is shifted in the space domain so that the peak of the strain profile is located at n = 0 to ease visualization. (b) The strain change
of n = 70 is shown as a function of time t . The shaded gray area indicates the spinodal regime [see also Fig. 1(c)]. To quantify the wave shape,
we measure time widths in which the strain is in the spinodal region, tSpL and tSpR, bounded by the red vertical lines. (c) Surface plot of the
energy En(t ) = 1

2 mu̇2
n(t ) + Un(t ) where Un is the bistable potential-energy function of Fig. 1(c). Note that the colormap is adjusted for clarity

of illustration of the energy leakage so that energies greater than 4 × 10−3 all appear with a dark color. (d) The peak energy of the propagating
wave packet is shown as a function of t . �U is the energy barrier measured from the energy minimum in Phase II [see Fig. 1(c)]. The red
vertical line indicates the trapping point at which the peak energy becomes lower than that of the energy barrier �U . (e) We calculate the time
difference tSpR − tSpL , which indicates the symmetric (if tSpR − tSpL = 0) or asymmetric waveform (otherwise).

to v1(t = 0) = 0.552, we observe the formation of a prop-
agating localized wave packet with amplitude (in the strain
variable) greater than rS = 0.4 [see Fig. 2(b)]. This find-
ing indicates that spring elements undergo a transition from
Phase I to Phase II and then back to Phase I as the wave
packet propagates in the chain. It is noteworthy that the speed
of this excitation (Vtw = 0.358) is slower than that of the
small-amplitude wavefront [see Figs. 2(a) and 2(b)]. That
is, this is a subsonic propagating wave packet. Interestingly,
this structure is brought to a halt before it reaches the end
of the chain, and two adjacent spatial nodes are trapped in
Phase II [see the red arrow in Fig. 2(b)], forming the ef-
fective impurity discussed above. Note that we observe this
trapping behavior for the hardening case (i.e., KII/KI = 1.5),
however, the chain with softening springs (e.g., KII/KI = 0.5)
does not show the formation of impurities or of propagating
excitations (see Appendix A for details). Also, in the hard-
ening case (KII/KI = 1.5) with the same input impact, we
only observe the formation of the effective impurity com-
posed of two adjacent nodes. Although the propagation of
supersonic solitary waves in a nonintegrable Fermi-Pasta-
Ulam chain [19,20], specifically a bistable chain [13–15], has
been reported previously, the formation of impurities aris-
ing from the spontaneous trapping behavior we observe in
the present work has been unexplored, to the best of our
knowledge.

If v1(t = 0) is further increased to 2, the chain exhibits a
phase transformation of multiple units which propagate from
the left end of the chain to the other end, as shown in Fig. 2(c).
Finally, when we apply an extremely-large-amplitude input
to the system [v1(t = 0) = 15], we find both propagation of
a solitary wave (Vtw = 1.076) and a phase transformation

front [see Fig. 2(d)]. This solitary wave propagates faster
than the (linear) sonic wave (i.e., it is a supersonic solitary
wave). Appendix B provides an analytical characterization
of this supersonic solitary wave based on the Padé approxi-
mation [13,14]. In this case, the resonance mechanism with
linear waves is absent and hence there is no channel of energy
dispersion available to the wave that accordingly propagates
without distortion throughout the lattice (once it is “dis-
tilled”).

Therefore, we find that this bistable chain can support
coherent structures of both subsonic and supersonic nature,
depending on the magnitude of the impact velocity. We dis-
cuss the trapping of subsonically propagating wave packets in
the next section.

B. Trapping behavior

To understand this trapping behavior thoroughly, we ex-
amine the time evolution of the subsonic propagating wave
packet by extracting the strain waveforms at different time
frames, especially right before the trapping occurs. In partic-
ular, Fig. 3(a) shows the strain profiles for four different time
frames: t = 450, 520, 585, and 660, [the shapes at t = 585
and 660 correspond to the black vertical lines in Fig. 2(b)].
Note that the wave profiles are shifted in the spatial domain
so that the peak of the wave is located at the center of the
domain to ease visualization. The subsonic localized pattern
propagates without any noticeable distortions initially [see
also Fig. 3(b) for the strain change of n = 70 as a function
of time t], although, as time passes, the profile features an
oscillatory tail, as can be discerned at t = 585 (just before the
wave stops) and which is denoted by the red dashed ellipse
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in Fig. 3(a). This tail pattern stems from the resonance of
the frequency associated with the solitary wave motion with
the frequencies of linear modes associated with the (zero)
background.

Indeed, as the wave propagates, the profile loses energy in
the form of emitted radiation. This is investigated in Figs. 3(c)
and 3(d), which depict the spatiotemporal evolution of the
total energy of the system and the peak of the energy as a
function of time, respectively. As the wave propagates within
the chain, the peak energy remains nearly constant, until an
abrupt drop in the form of radiation immediately prior to
trapping (i.e., when the total energy becomes lower than �U ,
the energy barrier needed to be overcome to return to Phase
I). In addition to these energy considerations, we analyze
the change of the wave shape by considering the strain in
the spinodal region, which is associated with negative stiff-
ness [Fig. 1(b)]. To characterize the wave shape, we measure
two time widths, tSpL and tSpR, in which the strain is in the
spinodal region [Fig. 3(b)]. We plot the time width differ-
ence tSpR − tSpL as shown in Fig. 3(e) in which a positive
value of tSpR − tSpL indicates that the strain stays longer in
the spinodal region when the unit goes back to the initial
state from Phase II. The value of tSpR − tSpL is nearly zero
initially (i.e., symmetric wave shape). However, this value in-
creases significantly, most notably right before trapping. This
is indicative of rapid growth of distortion. There are two com-
peting processes: (1) potential-energy release (and conversion
to kinetic) due to the transition from Phase I to Phase II, and
(2) potential-energy rebalancing from the wave packet due
to its jumping over the energy barrier (and also the spinodal
region). The propagation of the subsonic wave packet shows
that these two competing processes are not perfectly balanced,
a requirement for genuine traveling, otherwise. Rather, the
energy lost in the form of leakage of radiation wave packets
dominates the energy release, as is evinced by monitoring the
spinodal region. As a result, the wave packet eventually gets
stuck in Phase II, nucleating a new stable phase due to the
metastability of the energy landscape (cf. Refs. [21,22]). The
resulting stationary patterns act effectively as impurities with
respect to wave propagation, as described in the next section.

III. SCATTERING BETWEEN HARMONIC WAVES
AND IMPURITIES

Based on the impurity formation described above, we now
turn our focus to the scattering of a harmonic wave by such
impurities in the system. We analyze the propagation of linear
waves by considering the following linearized equation of
motion posed on an infinite lattice:

mün = Kn−1un−1 + Knun+1 − (Kn−1 + Kn)un, (3)

where Kn is KII (KI ) for impurities (rest of the particles).
We can thus determine the normal modes of the system by
introducing the harmonic wave ansatz un = ei(kn−ωt ) where k
and ω are the wave number and frequency, respectively (with
i = √−1). Without impurities, we can obtain the customary
dispersion relation:

ω = 2π f =
√

2KI

m
[1 − cos(k)]. (4)

We systematically study scattering of harmonic waves by
introducing a single impurity (i.e., only a single spring ele-
ment is in Phase II; cf. a case of a monatomic chain with a
mass defect [23]) or double impurity (two adjacent elements
in Phase II) into a host chain in which all elements are initially
in Phase I. Figures 4(a) and 4(b) show schematic illustrations
for a chain with a single impurity (Kn=0 = KII ) and a double
impurity (Kn=0 = Kn=1 = KII ).

A. Theoretical analysis

To examine the effect of impurities on the scattering prob-
lem, we employ the following ansatz:

un =
{

ei(kn−ωt ) + Re−i(kn+ωt ) if n � 0
Tei(kn−ωt ) if n > 0,

(5)

composed of incident [denoted by I in Fig. 4(a)], reflected (R),
and transmitted waves (T ). This way, |R|2 and |T |2 are the
reflection and transmission coefficients, respectively. It is im-
portant to remind the reader that, given the energy-conserving
nature of the system, the incoming and outgoing wave number
in free space will be the same in the case of both scattering
from one and in that of scattering from more impurities. By
following the same procedure used for the granular chain with
Hertzian interactions [16], we plug Eq. (5) into Eq. (3), and
obtain the linear system of equations

Ax = b, (6)

with

A =
[

γ eik ω2m
KI

+ eik − 1 − γ

(1 + γ )eik − e2ik − ω2m
KI

eik −γ

]
,

(7a)

x = [T, R]T
, (7b)

b =
[
−ω2m

KI
+ 1 + γ − e−ik, γ

]T

, (7c)

for the single-impurity case. Here, we define the stiffness
ratio as γ = KII/KI . Solving Eq. (6) yields respectively the
reflection and transmission coefficients:

|R|2 =
∣∣∣∣ (1 − γ )(−1 + eik )eik

(−1 + eik ) − 2γ eik

∣∣∣∣
2

, (8a)

|T |2 =
∣∣∣∣ γ (1 + eik )

(1 − eik ) + 2γ eik

∣∣∣∣
2

. (8b)

For a chain with a double impurity, we use the following
ansatz instead:

un =
⎧⎨
⎩

ei(kn−ωt ) + Re−i(kn+ωt ) if n < 0
T1ei(k2n−ωt ) + R1e−i(k2n+ωt ) if n = 0, 1
Tei(kn−ωt ) if n > 1,

(9)

Here, |R1|2 and |T1|2 correspond to the reflection and trans-
mission coefficients inside the double-impurity region [see
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FIG. 4. Schematic illustrations for a chain with a (a) single and (b) double impurity. Analytical transmission and reflection coefficients for
(c) single- and (d) double-impurity cases. The two different stiffness ratio cases (left) γ = 0.5 and (right) γ = 2.5 are shown. The reflection
and transmission coefficients for (e) single- and (f) double-impurity cases are plotted as a function of stiffness ratio γ and wave number k. (e),
(f) The gray dashed lines indicate |R| = 0 (or |T | = 1), and the reflectionless mode, which is expressed by Eq. (12), is denoted by the white
dashed lines.

Fig. 4(b)]. Also, we define the wave number in such a region
as k2 = k + δ, where δ is a difference between the wave num-

bers in the host chain and the impurity region. Then, following
the same procedure as above, we arrive at

A =

⎡
⎢⎢⎢⎣

0 e2ik − (1 + γ − ω2m
KI

)
eik γ γ

0 γ eik γ eiδeik − 2γ + ω2m
KI

γ e−iδe−ik − 2γ + ω2m
KI

e2ik 0 γ − (γ + 1 − ω2m
KI

)
eiδeik γ − (γ + 1 − ω2m

KI

)
e−iδe−ik(

ω2m
KI

− 2
)
e2ik + e3ik 0 eiδeik e−iδe−ik

⎤
⎥⎥⎥⎦, (10a)

x = [T, R, T1, R1]T
, (10b)

b =
[(

−ω2m

KI
+ 1 + γ

)
e−ik − e−2ik, −γ e−ik, 0, 0

]T

, (10c)

γ = KII

KI
. (10d)

In this way, we have

|R|2 =
∣∣∣∣∣ (1 − γ )(−1 + eik )

{
(−1 + eik )

2 + 2γ eik
}

−eik + (3 − 4γ )e2ik − 3(1 − γ )2e3ik + (1 − γ )2e4ik

∣∣∣∣∣
2

, (11a)

|T |2 =
∣∣∣∣ γ 2(1 + eik )

(−1 + eik )3 − 2γ (2 − 3eik + e2ik )eik + γ 2(−3 + eik )e2ik

∣∣∣∣
2

. (11b)

For a single-impurity chain, Fig. 4(c) depicts the reflec-
tion (blue) and transmission (red) efficiency for γ = 0.5 (left

panel) and γ = 2.5 (right panel), as a function of the wave
number k. Both stiffness-ratio cases show a similar monotonic
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FIG. 5. Analysis of transmission. (a) Comparison between analytics (black line) and numerics (red markers) for a stiffness ratio of γ = 0.5.
(b) Spatiotemporal plots of velocity profiles for excitation frequencies of (left) ω = 0.6 and (right) ω = 1.0, respectively. The inset shows the
temporal dependence of the velocity vn for (gray) n = −269 and (red) n = 31. (c), (d) Same as the top panels but for the case corresponding
to a double-impurity chain.

increase (decrease) of the reflection (transmission). On the
other hand, the double-impurity case with γ = 0.5 exhibits
a nonmonotonic change of reflection and transmission. In
particular, we find that there exists a reflectionless mode (i.e.,
the reflection coefficient is identically equal to zero) at a
nonzero wave number, and complete transmission takes place
at that wave number, in a way reminiscent of the Ramsauer-
Townsend effect. However, if we increase the stiffness value
from γ = 0.5 to 2.5, these features disappear. This reflection-
less mode can be identified by setting |R|2 = 0 in Eq. (11a),
thus yielding:

cos k = 1 − γ . (12)

To thoroughly analyze the change of reflection and trans-
mission coefficients, we plot the latter two as functions of
the stiffness ratio γ and wave number k. These are shown
in Figs. 4(e)–4(f) for single- and double-impurity chains, re-
spectively. In these figures, the dashed lines indicate regions
with |R| = 0 or |T | = 1. In particular, the dashed lines for the
reflectionless mode are obtained from Eq. (12). The single-
impurity chains show monotonic changes of reflection and
transmission for any stiffness ratios as we increase or decrease
the wave number from k = 0. As far as the double-impurity
chains are concerned, our analysis shows an additional mini-
mum reflection valley and transmission peak at nonzero wave
numbers if γ � 2.

B. Numerical simulations

We now verify the above theoretical considerations by
solving Eq. (2) directly. To draw comparisons between the
theoretical analysis and numerical simulations we measure

the transmission coefficient numerically by analyzing velocity
profiles of incident and transmitted waves under harmonic
excitation [16]. For our numerical computations, we consider
N = 601 particles (n ∈ [−300, 300]) and embed an effective
impurity. The latter is in the form of a compactly supported
nodes at the center of the chain corresponding to n = 0 for a
single impurity, and n = 0, 1 for a double impurity. We apply
harmonic excitation to the left end of the chain (n = −300) in
the form of a force input Fex = F0 sin(ωt ) with F0 = 10−3 N.
We then calculate the transmission coefficient from numerical
simulations and analyze the velocity profile of the n = −269
particle for incident waves and that of the n = 31 particle for
transmitted waves (see Appendix C for details about the calcu-
lation of the transmission from direct numerical simulations).

In Fig. 5, we compare theoretical results with numerical
simulations for the stiffness ratio γ = 0.5. Figure 5(a) shows
the transmission coefficients from numerical simulations (red
markers) for the single-impurity case, which demonstrates
excellent agreement with the analytical prediction of Eq. (8b)
(solid black line). For a single-impurity chain, the reflection
coefficient increases with frequency (i.e., wave number). In
particular, we observe reflected waves with larger amplitude
for a value of the excitation frequency of ω = 1.0, compared
with the case with ω = 0.6, as shown in Fig. 5(b). In the case
of a double-impurity chain, numerical computations capture
a transmission peak at nonzero excitation frequency of about
ω = 1.0, denoted by the gray arrow in Fig. 5(c). In addition,
we observe reflected waves for the ω = 0.6 case [see left panel
of Fig. 5(d)], however, such reflected waves are unnoticeable
if ω = 1.0 is applied to a double-impurity chain [see right
panel of Fig. 5(d)], which corresponds to the reflectionless
mode of the RT resonance.
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FIG. 6. (a) Schematic illustration of a collision of a propagating
wave packet with an impurity. (b), (c) Spatiotemporal plots of strain
wave profiles for the (b) single- and (c) double-impurity cases. We
apply the initial velocity [v1(t = 0) = 0.55] to the first particle to
generate the subsonic propagating wave packet.

IV. CHAIN WITH MULTIPLE IMPURITIES

With a firm understanding of scattering by single and dou-
ble effective impurities, we consider now the formation of
multiple impurities in the chain and demonstrate an interesting
application of the reflectionless mode, specifically for recon-
figurable manipulation of linear wave propagation. In Sec. II,
we observed the formation of a (double) impurity due to the
trapped energy transported by a propagating wave packet. In
this section, we show that the collision of such a wave packet
with an impurity can introduce additional impurities.

To demonstrate this, we perform numerical simulations by
generating a propagating wave packet in a chain with a single
or double impurity under impact [see Fig. 6(a)]. The stiffness
parameters used in this section are KI = 1 and KII = 1.5 with
an initial velocity of v1 = 0.55 applied to the first particle.
This generates a wave packet as shown in Fig. 6(b) which
corresponds to the single-impurity case. We find that a wave
packet penetrates through a single-impurity but its propaga-
tion is stopped before reaching the end of the chain, leading to
an additional double impurity besides the initial single impu-
rity. Note that the initial impurity is shifted backward by one
spatial node. If a wave packet collides with a double impurity,
then an additional double impurity is formed once the solitary
wave passes through the impurity region [Fig. 6(c)].

We examine such interactions between a subsonic wave
packet and an impurity by considering the energy change
before and after the collisions. Figure 7(a) shows the spa-
tiotemporal plot of the total energy En for the single-impurity
case [corresponding to Fig. 6(a)], and we also track the peak
energy of the subsonic wave packet as shown in Fig. 7(b).
After the collision, some of the energy is reflected [see also
the energy decrease of the transmitted wave packet as shown
in Fig. 7(b)]. However, this reflected energy is not sufficient
to generate another propagating wave packet, and it partly
gets trapped causing the backward shift of the impurity, which

FIG. 7. Collision of a (subsonic) propagating wave packet with
a single impurity. (a) Surface plot of the energy En(t ) = 1

2 mu̇2
n(t ) +

Un(t ) where Un is the bistable potential-energy function as shown in
Fig. 1(c). The red vertical line indicates the collision point. (b) The
peak energy of the propagating wave packet is shown as a function
of time.

is followed by the trapping of the transmitted wave packet.
Therefore, our numerical results demonstrate the feasibility of
creating multiple impurities via collisions of the propagating
wave packet with impurities, instead of directly manipulating
the phase of the individual units.

Having confirmed the formation of multiple impurities in
our system, a natural question to ask is whether the reflection-
less mode can be observed in a chain with multiple impurities
[see Fig. 8(a) for a schematic]. Figure 8(b) shows the analyt-
ical reflection and transmission coefficients for a chain with
multiple double impurities (γ = 1.5) where we identify the
reflectionless mode at ω = 1.73. To examine the scattering be-
tween harmonic waves and multiple impurities, we consider a
chain in which four double impurities are embedded. Then, we
apply two different harmonic excitation inputs to the chain for
comparison: ωex = 1.10 and 1.73. Here, the amplitude of ex-
citation force is F0 = 0.14. Figure 8(c) shows the space-time
contour plot of strain wave propagation for an excitation fre-
quency of ωex = 1.10. As predicted, we observe the reflected
waves. Once these waves reach the left end of the chain,
the amplitude of the strain becomes large enough to trigger
a phase transition toward Phase II propagating in the chain
due to the amplitude-dependent nature of our bistable system.
On the other hand, if ωex = 1.73, the wave passes through
the impurity region without noticeable reflected waves and no
particle overcomes the energy barrier necessary for a phase
transition. Once again, our detailed understanding of the scat-
tering problem enables a characterization of the associated
reflectionless dynamics within the chain.

V. CONCLUSIONS AND FUTURE DIRECTIONS

In the present work, we investigated the formation of ef-
fective impurities in a bistable chain arising from the trapping
of propagating wave packets formed upon impact. We numeri-
cally studied the amplitude dependence of the impact speed on
the behavior of linear and nonlinear wave propagation in the
bistable chain whose spring elements exhibit an asymmetric
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FIG. 8. Scattering by multiple double impurities. (a) The schematic illustration highlights the application of a harmonic excitation (with
excitation frequency ωex) to the first unit (n = 1) of the chain with multiple double impurities. The stiffness parameters for the host and
impurities are Khost = 1 and Kimp = 1.5, respectively. (b) The transmission and reflection coefficients for the double impurity with γ = 1.5 are
shown as a function of frequency ω. Surface plots of strain wave propagation are presented for (c) ωex = 1.10 and (d) ωex = 1.73.

energy landscape. In particular, we used numerical simula-
tions to investigate the propagation of wave packets formed
upon impact. Interestingly, our numerical analysis results re-
vealed that, due to the formation of an oscillatory tail during
time propagation, the resulting moving wave packet loses
its energy and eventually gets trapped into a lower-energy
stationary state.

Based on this emergent localization, we systematically
studied the interaction of impurities with linear waves and
moving wave packets. For the linear wave case, we exam-
ined the scattering between harmonic waves and localized
structures. In the system with a single impurity, our ana-
lytical and numerical results showed that the transmission
coefficient monotonically decreases as the harmonic input
excitation increases. On the other hand, the bistable chain
with two adjacent units in the lower energy phase exhibits
a reflectionless mode due to the analog of the well-known
Ramsauer-Townsend effect.

Additionally, we explored the interaction between a single
or double impurity and a propagating wave packet. The latter
can pass through the impurity instead of being reflected or
merged into the existing impurity, however, the wave packet
eventually gets trapped in a low-energy state, which creates
an additional impurity in the chain. Based on this feasibility
of adding multiple impurities, together with the reflection-
less mode, we further demonstrated that a phase-transition
front, or a reflectionless propagation can be “engineered” in
the chain with multiple double impurities, depending on the
input harmonic frequency. Given that the impurities created
by moving wave packets in a bistable chain can change the
linear and nonlinear wave dynamics, such bistable systems
can be useful for controlling a reconfigurable structure in
a flexible manner. It should be noted in passing that such
impurities can be removed from the system by generating
the propagation of phase transition fronts [12] (see also
Appendix D for numerical demonstrations). This, in princi-
ple, allows reprogramming of the system’s linear dynamic
response.

This work paves the path for future efforts. From the theo-
retical perspective, the analytical derivation of exact traveling
solutions in the present setup would be an interesting problem
to pursue by using techniques such as those discussed in
Refs. [24,25] for a diatomic lattice (see also Ref. [20]). On

the other hand, a systematic existence and stability analysis of
traveling waves will be of particular relevance to the present
setting. To that end, spectral collocation techniques such as
those presented in Ref. [26] could be employed. An espe-
cially important aspect of such considerations concerns the
nature of the propagating subsonic wave packets. While these
spontaneously emerge as a result of the initial impact, they
also shed energy away only to eventually (and spontaneously)
transform themselves to compactly supported standing excita-
tions. A further understanding of potential traveling solutions
associated with these wave packets and of the energetics of
the above process would be especially useful for the further
unveiling of the dynamics of such bistable lattices. For exam-
ple, precise prediction and control of trapping behavior would
be useful for altering the dynamic properties of multistable
(engineering) systems, such as deployable space structures
and reconfigurable mechanical signal processing units, locally
and/or globally. Of course, here we have only considered a
piecewise linear problem, while realistic systems could be
smooth nonlinear variants thereof. Also, the physical real-
ization of such platforms generally involves both on-site and
intersite dissipative effects, which leads to questions of how
damping affects the strong interaction between linear waves
and the propagating wave packets arising from the subsonic
nature, and of whether the formation of an oscillatory tail
can be accelerated (or decelerated). It will also be especially
interesting to explore which of the ramifications of the present
setting (including potential subsonic traveling patterns, com-
pactly supported standing waves, and their respective stability
traits and scattering implications) are particular to the present
setting and which generalize, including, potentially, in higher-
dimensional settings. These directions are currently under
consideration and their studies will be reported in future pre-
sentations.
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FIG. 9. Amplitude-dependent phase-transition behavior. (a) Schematic illustration for examining the steady-state configuration after an
impact is applied to the chain. We extract the final configurations of the chain at t = 3000 and present them as a function of the impact velocity
v1 for (b) the softening (KII/KI = 0.5) and (c) hardening (KII/KI = 1.5) chains.
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APPENDIX A: AMPLITUDE-DEPENDENT PHASE
TRANSITION

To investigate the impact-amplitude-dependent phase tran-
sition, we conduct numerical simulations on a chain with
100 particles by applying impacts of varying amplitude, as
shown in Fig. 9(a). All of the spring elements are initially in
Phase I, and an initial impact is applied to the first particle.
Numerical simulations are performed for t ∈ [0, 3000] to al-
low sufficient time to achieve a steady-state configuration. We
demonstrate the final configuration at t = 3000, representing
the steady-state configuration after impact, as a function of the
amplitude of impact velocity. The corresponding numerical
simulation results for the softening case (KII/KI = 0.5) are
shown in Fig. 9(b), whereas those for the hardening case
(KII/KI = 1.5) are shown in Fig. 9(c). The other numerical
constants are (KS, rS, rII ) = (−1, 0.4, 1). In the figures, the
white and red colors indicate the final states in Phase I and
Phase II, respectively. For the softening case, the phase tran-
sition tends to be localized around the left end of the chain for
smaller-amplitude impacts, and as we increase the amplitude
of the impact input, the phase-transition wave propagates in
the chain and most of the spring elements move to Phase II
states.

For the hardening chain, we obtain more interesting behav-
ior, specifically the formation of a propagating wave packet. In
Fig. 9(c), we find that phase transition occurs only near the left
end of the chain for smaller amplitude impact, which is similar
to the softening case. However, and in the specific amplitude
regime (denoted by the black arrow in the figure), no particle
is in Phase II in the final configuration due to the formation
of a (subsonic) wave packet propagating from one end to the
other one of the chains. If we increase the impact amplitude
from that regime, a (subsonic) wave packet stops propagating

in the middle of the chain, which forms an impurity, as we
discussed in Sec. II. Note that when the propagation of a wave
packet is brought to halt, waves propagating toward the left
end of the chain are generated [see the red dashed circle in the
inset of Fig. 9(c)], which sometimes induces phase-transition
behavior.

APPENDIX B: PADÉ APPROXIMATION OF A
SUPERSONIC SOLITARY WAVE

To examine a supersonic solitary wave shown in Fig. 2(d),
we use the Padé approximation which has been previously
employed to study solitary waves in a (nonintegrable) bistable
chain [13,14]. First, we derive the advance-delay differential
equation in terms of the strain variable rn:

mr̈n = F (rn−1) + F (rn+1) − 2F (rn), (B1)

where F is force as a function of strain [see Eq. (1)]. By
introducing the ansatz rn(t ) = r(n − Vtwt ) = r(ζ ), we rewrite
Eq. (B1) as follows:

V 2
twr = 	(D)F (r), (B2)

where

	(D) = 1

D2

[
4 sinh2

(D

2

)]
, (B3)

and D is the differential operator with respect to ζ . Based on
Refs. [13,14], we introduce the Padé approximation of order
[m, n] (m and n are the polynomial order of the numerator
and denominator of the Padé approximation, respectively)
to simplify the operator 	(D). If [m, n] = [0, 2], the Padé
approximant is expressed by

	(D) =
(

I − D2

12

)−1

, (B4)

where I is the identity operator.
Next, we seek a solitary wave solution by considering the

three distinctive regions; Phase I (r < ra), Spinodal region
(ra < r < rb), and Phase II (r > rb) as shown in Fig. 1(b).
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FIG. 10. Wave form analysis of the supersonic solitary wave. The
blue solid line indicates the strain profile of the supersonic solitary
wave with the wave speed of 1.076 obtained from the simulation [see
Fig. 2(d)]. The red dashed line indicates the analytical solution based
on the Padé approximation [Eq. (B5)].

Let rI , rS , and rII be the solitary wave solutions in Phase
I, Spinodal, and Phase II regimes; we obtain the following
solutions by using Eqs. (B2) and (B4):

rI (ζ ) = rae−λ1(ζ−ζa ), (B5a)

rS (ζ ) = rb − p2

cos (λ2ζb)
cos (λ2ζ ) + p2, (B5b)

rII (ζ ) = (ra − pS ) cosh [λS (ζ − ζa)]

− λ1

λS
ra sinh [λS (ζ − ζa] + pS, (B5c)

where

pII = (KS − 1)ra + (KII − KS )rb

KII − V 2
tw

, (B6)

pS = (1 − KS )ra

V 2
tw − KS

, (B7)

λ2
I = 12

(
1 − 1

V 2
tw

)
, (B8)

λ2
II = 12

(
KII

V 2
tw

− 1

)
, (B9)

λ2
S = 12

(
1 − KS

V 2
tw

)
. (B10)

Also,

ζb = 1

λII

[
π

− tan−1

⎛
⎝λS

√
(rb − pS )2 − (ra − pS )2 + r2

aλ
2
I /λ

2
S

λII (pII − rb)

⎞
⎠
⎤
⎦,

(B11a)

ζa = ζb − 2

λS
tanh−1

[
λS (ra − rb)

λI ra + λII (rb − pII ) tan (λIIζb)

]
.

(B11b)

In Fig. 10, we compare the solitary wave solution based
on the Padé approximation (red dashed line) with the

FIG. 11. Numerical simulations to obtain the transmission co-
efficient. (a) Spatiotemporal plot of velocity. We embed a single
impurity (stiffness ratio γ = 0.5) in a chain composed of 601 units
and apply a harmonic excitation (ω = 0.4) to the chain. (b) Temporal
distribution of the velocity profiles vn for (gray) n = −269 and (red)
n = 31.

strain profile of the (supersonic) solitary wave with Vtw =
1.076 from the simulation [see Fig. 2(d)] (blue solid line).
The numerical parameters used in this analysis are the
same as those of Sec. II. The analytical solution based
on the Padé approximation agrees well with the numerical
simulation.

APPENDIX C: TRANSMISSION FOR VARIOUS
STIFFNESS RATIOS

Figure 11(a) shows a spatiotemporal plot of particle ve-
locities for the case corresponding to ω = 0.4. To calculate
the transmission coefficient from numerical simulations, we
analyze the velocity profile of the n = −269 particle for in-
cident waves and that of the n = 31 particle for transmitted
waves. In Fig. 11(b), we present the temporal distribution
of the velocity profiles vn for the above-mentioned values
of n where we calculate the average amplitudes from the
steady-state region bounded by the vertical dashed lines.
Let AI and AT be the average amplitudes of the inci-
dent waves measured at n = −269 and transmitted waves
at n = 31. Then, we calculate numerically the transmission
as Tsim = AT /AI .

Besides the case with stiffness ratio γ = 0.5 discussed in
Sec. III, we additionally conduct numerical simulations for
γ = 1.5 and 2.5. In Fig. 12, we show numerical results for
a chain with a single-impurity [Figs. 12(a) and 12(b)], and a
double-impurity [Figs. 12(c) and 12(d)]. The left (right) two
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FIG. 12. Analytical transmission compared with numerical sim-
ulations for (a), (b) single-impurity and (c), (d) double-impurity
cases. We calculate transmission coefficients for stiffness ratios (left)
γ = 1.5 and (right) γ = 2.5.

plots are obtained for a stiffness ratio of γ = 1.5 (γ = 2.5).
Similarly to the comparison for γ = 0.5 in the main text, we
confirm excellent agreement between numerical simulation
results and analytical transmission coefficients for all four
cases.

APPENDIX D: IMPURITY DISAPPEARANCE VIA
PROPAGATION OF PHASE BOUNDARY

To further reveal the nature of a bistable lattice, we present
in this section a way to bring a chain with pre-existing

effective impurities to a homogeneous configuration by uti-
lizing the propagation of phase boundaries. To achieve this,
we control the displacement of the first particle at constant
speed v1. The numerical parameters used in our analysis
are the same as those of Sec. IV. Figure 13(a) shows the
strain profiles for a homogeneous chain in which all spring
elements are initially in Phase I. We apply a constant ve-
locity of v1 = 1.2 to the first particle in order to control its
displacement. As one can observe in other bistable lattices
(e.g., Refs. [27–29]), phase transitions from Phase I to Phase
II take place and the phase boundary separating the phases
(denoted by the gray dashed line) moves at constant speed
in the chain. Note that the linear (sonic) waves propagate
faster than the phase boundary (see the black dashed line).
By embedding multiple double impurities in a host homo-
geneous chain, we perform the same analysis. In Fig. 13(b),
our numerical results show the propagation of phase bound-
aries in a manner similar to the homogeneous case. These
phase transitions bring all spring elements to Phase II. In this
way, the bistable chain can achieve a homogeneous config-
uration (Phase II) without impurities. Although the overall
strain profiles for the multiple impurities case is similar
to that for the homogeneous case, the propagating phase
boundaries experience phase shifts at the locations of the
impurities.

To quantify this phase-shifting behavior we calculate the
speed of the phase boundary propagating in the system by
fitting a straight line to the phase boundary [see the gray
dashed line in Fig. 13(b)]. In Fig. 13(c) the phase boundary
speed VPB is presented as a function of the applied velocity
for displacement control v1. The gray and red markers in-
dicate the phase boundary speed for a homogeneous chain
and a chain with multiple impurities, respectively. The solid
black line is the analytical phase boundary speed for a ho-
mogeneous chain [30–32]. If the applied velocity is small,
we find that the phase boundary speed vPB (obtained from
a chain with impurities) is higher than that of the homo-
geneous case because the linear waves propagate faster in
Phase II (impurity locations) due to KII > KI . The inset in
Fig. 13(c) shows the difference between the homogeneous and

FIG. 13. Effect of multiple double impurities on phase transitions. Spatiotemporal plots for (a) a homogeneous chain (Phase I) and (b) a
chain with double impurities (Kimp = KII = 1.5). We control the displacement of the first unit at constant speed v1 = 1.2. The gray (black)
dashed lines indicate the phase boundary (linear wavefront). (c) We plot the speed of the phase boundary (VPB) as a function of the applied
speed v1. The inset shows the difference between the phase boundary speeds for the homogeneous chain without impurities and the chain with
multiple impurities, which is defined as �VPB = V i

PB − V h
PB.
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FIG. 14. A chain with multiple impurities under tension. To ap-
ply the tension, we control the displacement of the first particle at
constant speed v1. Spatiotemporal plots of the strain wave profiles
for (a) v1 = −0.1 and (b) v1 = −0.5.

multiple impurities cases, defined as �VPB = (V i
PB − V h

PB)/cI ,
where V h

PB and V i
PB are the phase boundary speeds calculated

from the homogeneous and multiple-impurity cases, respec-
tively. As already mentioned above, the gap between these
two cases is larger for smaller applied velocity and smaller
for larger applied velocity, which means that the propagation
of the phase boundary is insensitive to multiple impurities
in a chain. This is due to the fact that the phase boundary
speed at high impact velocities approaches the sonic wave
speed.

If we control the displacement of the first particle in
the opposite direction it is also possible to bring all spring
elements to Phase I. Figures 14(a) and 14(b) show the
numerical simulation results for two different applied veloci-
ties: v1 = −0.1 and v1 = −0.5, respectively. Interestingly, if
the applied velocity is not sufficiently large, the embedded
impurities remain in Phase II as shown in Fig. 14(a). How-
ever, if v1 = −0.5, the large-amplitude waves are generated
and the impurities are brought back to Phase I. Here, we
also observe that the waves experience phase shifts due to
impurities.
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