Transition Waves and Formation of Domain Walls in Multistable Mechanical Metamaterials
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We experimentally, numerically, and analytically investigate transition waves in a mechanical metamaterial comprising a chain of tristable elements. Transition waves can be initiated from different stable phases within the highly tunable tristable energy landscape. These waves propagate via coupled translational and rotational motion that leads to formation of stationary domain walls if transition waves of incompatible type collide. Since domain formation and propagation is fully reversible, the unique nonlinear behavior could be exploited in new classes of reconfigurable metamaterials.
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The study of phase transformations has led to a rich theoretical understanding of the physics of materials, and to ubiquitous technological advances of critical industrial importance in metallurgy, semiconductor purification, and polymer processing [1,2]. However, the physical insight achieved along the way is not limited to traditional materials. In fact, macroscopic mechanical systems can exhibit analogous phase transitions between distinct energy minima [3–11]. Because the properties of the different phases can vary drastically [6,12], the ability to harness these transitions and their propagation in multistable systems could lead to a new class of reconfigurable metamaterials with new capabilities in diverse applications, including energy absorption [6], soft robotics [13], autonomous systems [14], and deployable structures [15,16].

Early work in understanding the propagation of phase boundaries (i.e., topological defects) in mechanical systems has focused on systems of bistable elements [11,17–22]. In these examples, the potential energy landscape is asymmetric with one minimum (phase) at a higher energy level than the other, which determines the propagation direction and speed without dependence on the form of the initial input condition [17,22]. The ability to tailor the energy landscape is therefore an important means for controlling the characteristics of the transition waves. However, when a transition wave propagates in one-dimensional (1D) bistable lattices, the entire structure becomes the same phase unless defects or heterogeneities are present [7,11,22]. If the individual elements are instead multistable, the mechanical system can both support the propagation of transition waves and, like real materials, allow the existence of multiple domains of different phases, separated by stationary domain walls (SDWs) (i.e., static boundaries between phases). In addition to their utility as material models, these systems also have potential for use as reconfigurable devices, as the combinations of distinct phases in one system could be used to tune the mechanical properties.

Here, we study a 1D chain of tristable elements composed of rotating squares with embedded magnets [Fig. 1(a)]. We experimentally, numerically, and analytically characterize the static and dynamic behavior of this system. Adjacent squares are connected at their vertices by flexible hinges, and permanent magnets are embedded [23–25] in the faces of the squares to produce attraction between the proximal faces in adjoining squares [see Fig. 1(b)], which enables reconfigurability [9,26–28] and rich static and dynamic behavior. This system exhibits coupling behavior between translational and rotational degrees of freedom (DOF), unlike previous lattices of bistable elements [17,20,22,29]. This additional DOF in each element in the chain provides more design freedom, enabling a highly tailorable tristable energy landscape as well as tunable stability (monostable, bistable, and tristable behaviors), which leads to customizable transition wave propagation and formation of domain walls. We experimentally and numerically demonstrate the propagation of the transition waves in this system that arise due to the tristable elements, and provide an analytical context for these waves. Additionally, we show that transition waves of opposite rotational character can collide to form stationary domain walls that separate two distinct phases, a phenomenon that has not been observed in uniform 1D bistable lattices.

We begin by analyzing the static behavior of our system, starting with its building block composed of four
squares by modeling the system as rigid squares that are connected by axial and torsional spring elements at each vertex [Fig. 1(b)]. The motion of the squares in the nth column can be expressed by two DOFs, a displacement $u_n$ and a change in rotational angle $\theta_n$ relative to the initial equilibrium angle $\theta_0$. The interaction between neighboring squares is modeled as a linear axial spring (with spring constant $k_u$) and a nonlinear torsional spring, representing stretching and bending, respectively. The torsional spring is a composite spring that includes a linear torsional spring (with spring constant $k_\theta$ and rest angle $\theta_{\text{Lin}}$) associated with the elastomeric hinges, and a nonlinear torsional spring associated with the effect of the embedded magnets. Without magnets, the torsional spring would only consist of the linear component with stiffness related to the hinge thickness $h$, resulting in an equilibrium angle $\theta_0 = \theta_{\text{Lin}}$, defined by the angle at which the specimen is molded [see Fig. 1(c)]. The nonlinear torsional spring representing the magnets is expressed as two Morse potential functions. We employ the Morse potential functions to capture the effect of the magnets on the rotational degree of freedom. Although these functions are used empirically, they explicitly identify the additional energy minima in the energy landscape that arise due to the addition of the magnets, and also the depths of these new energy wells. Both of these play important roles in the static and dynamic responses of our system. We later discuss the validation of this empirical model. The expression for the potential energy of each hinge can then be written:

$$U(\Delta \theta) = \frac{1}{2} k_u |\Delta l|^2 + \frac{1}{2} k_\theta (\Delta \theta)^2 + V_{\text{Morse}} (\Delta \theta),$$

where $\Delta l$ is the deformation of the linear axial spring, $\Delta \theta = 2(\theta + \theta_0 - \theta_{\text{Lin}})$, and

$$V_{\text{Morse}} (\Delta \theta) = A \left[ e^{2\alpha(\Delta \theta + 2\theta_{\text{Lin}} - 2\theta_{\text{Morse}})} - 2e^{\alpha(\Delta \theta + 2\theta_{\text{Lin}} - 2\theta_{\text{Morse}})} \right]$$

$$+ A \left[ e^{-2\alpha(\Delta \theta + 2\theta_{\text{Lin}} - 2\theta_{\text{Morse}})} - 2e^{-\alpha(\Delta \theta + 2\theta_{\text{Lin}} - 2\theta_{\text{Morse}})} \right].$$

Here, $A$ and $\alpha$ are parameters that alter the depth and width of the potential, respectively, and $\theta_{\text{Morse}}$ is a parameter that alters the equilibrium points. These parameters are obtained experimentally. By using this energy expression and the principle of virtual work, we obtain the quasistatic force-displacement relationship for the four-square building block (see Note 1 within the Supplemental Material for more details [30]):

$$F = \frac{8}{L \sin (\theta + \theta_{\text{Lin}})}$$

$$\times \left[ k_u \theta + \alpha A \left[ e^{2\alpha(\theta + \theta_{\text{Lin}} - \theta_{\text{Morse}})} - \alpha A \left[ e^{-2\alpha(\theta + \theta_{\text{Lin}} + \theta_{\text{Morse}})} - e^{-2\alpha(\theta + \theta_{\text{Lin}} + \theta_{\text{Morse}})} \right] \right] \right].$$
To experimentally verify this model, we fabricate the building block of Fig. 1(c) from silicone elastomers and insert magnets in the sides of each square (see Note 2 within the Supplemental Material for details [30]). We apply quasistatic displacement to the centers of two adjacent squares in the four-square unit structure (while rotation and transverse displacement remain unconstrained) and measure the force (see Note 3 within the Supplemental Material [30]). Figure 1(d) shows the experimental force-displacement curve for \((h, \theta_{\text{Lin}}) = (1 \text{ mm}, 8^\circ)\), along with the analytical prediction from the rigid-square model, demonstrating good agreement. This rigid-square model allows construction of the energy landscape as expressed in Eq. (1), with the parameters obtained experimentally (see Note 3 within the Supplemental Material [30]). Figure 1(e) shows the energy landscape \((U/A)\) for these parameters. The structure clearly exhibits three local energy minima corresponding to three distinct stable configurations of the structure.

While tristability is one possible outcome in this system, bistability or monostability are also possible. To systematically characterize this tunability, we use the validated model to analyze the potential energy in the design space \((h, \theta_{\text{Lin}})\). We refer to each energy minimum in the energy landscape as a distinct “phase” [e.g., the three phases in a tristable landscape are “L”, “C”, and “R”, as shown in Fig. 1(e)]. Figure 2 shows a geometric phase diagram that maps the design space \((h, \theta_{\text{Lin}})\) to the allowed phases. (Note the close resemblance of the phase diagram to a ternary phase diagram in classical materials [31].) If we increase \(h\) from \((h, \theta_{\text{Lin}}) = (1 \text{ mm}, 8^\circ)\), the tristable system would eventually become bistable [see inset (i) in Fig. 2, corresponding to \(h = 1.4 \text{ mm}\)], or even monostable [see point (ii), corresponding to \(h = 1.7 \text{ mm}\)]. Point (iii) indicates another bistable \((L + R)\) region. For further experimental verification of these distinct transitions, see Fig. S6 and Video S1 within the Supplemental Material [30].

Not only can the number of stable configurations be varied, but the depths of the wells and the energy barriers between them can be tuned over a large range. For example, to characterize the possible energy landscapes within the tristable phase region, we introduce the energy ratio \(\xi = (\Delta U_{\text{CL}} - \Delta U_{\text{CR}})/(\Delta U_{\text{CL}} + \Delta U_{\text{CR}})\), where \(\Delta U_{\text{CL}} = U_C - U_L\) and \(\Delta U_{\text{CR}} = U_C - U_R\) are the differences in energy between the minima of phase \(L\) (or \(R\)) and phase \(C\), as shown in Fig. 3(a). Here, \(\xi = -1\) (or 1) indicates that the local minimum for phase \(L\) (or \(R\)) has the same energy value as that of phase \(C\). In Fig. 3(b), we plot the value of \(\xi\) throughout the tristable region [see Fig. 3(c) for the magnified plot], indicating four distinct areas bounded by the lines (dashed) along which \(\xi = \pm 1\). For example,
if we start from a symmetric potential [the lower left inset in Fig. 3(c)] and increase θ_{Lin} from 0° to 8° while holding h constant, the energy landscape becomes increasingly asymmetric. In this way, the energy landscape of the system can be tuned over a wide range, simply by controlling two parameters. Additional possible configurations are shown in Fig. S7 within the Supplemental Material [30].

This facile control of the energy landscape offers powerful control over the dynamic response, particularly the propagation of transition waves. To demonstrate this, impact tests are conducted on a 1D chain of tristable elements composed of 33 columns of squares with h = 0.75 mm and θ_{Lin} = 0° [see Fig. 4(a) for the energy landscape]. The impact is applied to the left-most end of the chain (column n = 1) with a striker (see Note 4 within the Supplemental Material for more details [30]). Figure 4(b) shows three frames from the high-speed camera video. Our system exhibits coupling between rotational and translational degrees of freedom [32,33] (see Video S2 within the Supplemental Material [30]). We plot the measured rotational angle (θ_n) as a spatio-temporal surface map [see Fig. 4(c)]. We observe a distinct transition from the "open" (phase C) to a "closed" (here, phase R) state propagating from the left end of the chain to the right. Interestingly, the shape of the transition wave [as shown in Fig. 4(d) for t = 0.1 s] shows a shallow wave front [denoted by the blue region in Fig. 4(d)], followed by a sharp corner (at the boundary between red and blue regions).

We also use the rigid-square model to numerically characterize this scenario. Letting M_n and J_n be the mass and moment of inertia of a single square (experimentally measured to be M_n = 1.99 mg and J_n = 46.6 × 10^{-9} kg m²), we derive the equations of motion for the square in the n-th column (see Note 5 within the Supplemental Material for the full expression of the equations of motion [30]). We solve these numerically using the fourth-order Runge-Kutta method. The numerical results are given by the blue markers in Fig. 4(d), showing excellent agreement with the measured wave form. We not only conduct simulations but also analyze the rotation-translation coupling behavior by employing an eigenvalue analysis (see Note 6 within the Supplemental Material [30]). We further explore the transition wave analytically and find that it can be described as a half-kink solution of a ϕ^6 model [34–36] (see Note 7 within the Supplemental Material [30]), in contrast with the on-site potential in the bistable lattices described by the ϕ^4 model [17,22,37].

Then, to examine how the shape of the energy curves influences the transition wave propagation, we perform numerical simulations of transition waves in longer chains of up to 400 columns, allowing characterization of wave velocity while avoiding the effects of reflected waves. Figure 4(e) shows the effect of θ_{Lin} on the wave velocity for h = 0.75 mm (neglecting damping), normalized by the velocity V_0 of the symmetric case θ_{Lin} = 0.

The wave speed for phase C → R transitions (red markers) increases as θ_{Lin} increases due to the decrease in the energy barrier between phase C and R as defined in Fig. S8 (within the Supplemental Material [30]) [22,38].
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**Fig. 4.** (a) Tristable energy landscape used for the dynamic analysis. (b) Snapshots from experiments. (c) Surface map of rotational angle in time and space domains from the experiment. (d) Rotational angle profiles are plotted at different time frames, t = 0.1 s (left) and 0.2 s (right). The blue (red) markers indicate experimental (numerical) values. (e) Numerical characterization of transition wave speed during transition from phase C to phase R or phase L.
Interestingly, if $\Delta U_{CL} > 0$ and $\Delta U_{CR} > 0$, as is the case when $\theta_{Lin} < 2.9^\circ$ [Fig. 3(c)], a single chain can support transition waves in both the $C \rightarrow R$ and $C \rightarrow L$ directions, each of which propagate with a different velocity (for $\theta_{Lin} > 0^\circ$), a phenomenon not possible in bistable lattices. The geometric parameters not only determine the height of the energy barriers (and thereby the wave speed), but also the energy levels of the different phases, thereby determining the allowable types of transitions among the different phases (i.e., the phase in which the transition wave begins and the phase to which the transition occurs). To demonstrate this controllability, we conduct numerical simulations of a chain composed of 400 columns (without damping) and consider two additional phase transformation patterns: $L \rightarrow C$ and $L \rightarrow C \rightarrow R$, as shown in Fig. 5. In Figs. 5(a) and 5(b), the upper and lower plots show the corresponding energy landscape and space-time evolution of the transition waves, respectively. If $(h, \theta_{Lin}) = (1 \text{ mm}, 0^\circ)$, the energy minima at phases $L$ and $R$ become higher than the minimum at phase $C$ (i.e., $\Delta U_{CL} < 0, \Delta U_{CR} < 0$), such that propagation now requires transitions of type phase $L \rightarrow C$ or phase $R \rightarrow C$ [Fig. 5(a); see also Fig. 5(c) for snapshots from the corresponding numerical simulation]. This wave form is different from that of phase $C \rightarrow R$ propagation, with a sharp kink followed by a shallower curve. A subsequent increase in the angle $\theta_{Lin}$ to $14^\circ$ enables the propagation of two sequential transition waves [38] [Fig. 5(b); see also Fig. 5(d) for the folding/unfolding behavior], which propagate with different velocities due to the difference in the energy barriers of the $L \rightarrow C$ and $C \rightarrow R$ transitions.

Finally, using the precise control of the transition wave type ($C \rightarrow R$, $C \rightarrow L$, etc.) demonstrated above, we demonstrate that our tristable system can exhibit not only traveling phase boundaries, as in bistable systems, but also stationary domain walls, which form when transition waves of contradictory type collide. Returning to the case of $(h, \theta_{Lin}) = (0.75 \text{ mm}, 0^\circ)$, we initiate a phase transition simultaneously at each end of the chain, one from phase $C \rightarrow L$ and the other from phase $C \rightarrow R$ [Fig. 6(a)]. Figure 6(b) shows experimentally the propagation and collision of the two different transition waves (see Video S3 within the Supplemental Material [30]). Interestingly, instead of the transition waves merging, penetrating or repelling each other, a stationary domain wall forms between phase $L$ and phase $R$ [Fig. 6(c)]. Note that in similar 1D chains composed of rotating elements but without the magnets, solitary waves can propagate but not transition waves. If solitary waves of opposite rotation collide they repel each other rather than forming a stationary domain wall [39]. The transition of the system

![FIG. 5. Transition waves in chains with (a) (1.0 mm, 0°), and (b) (1.0 mm, 14°), each with the corresponding energy landscape (top) and surface plot for propagation of rotation (bottom). The wave form at $t = 0.3$ is shown in the inset. (c),(d) Three-dimensional (3D) reconstructions of the numerical simulations that correspond to (a),(b), respectively.](image-url)
FIG. 6. Collision of transition waves with opposite rotations. (a) Tristable energy landscape with $(h, \theta_{lin}) = (0.75 \, \text{mm}, 0^\circ)$. (b) Surface map of rotational angle in time and space domains shows a stationary domain wall. (c) 3D reconstruction of the experimentally measured collision behavior of the chain. The photo shows the actual domain wall created in our prototype.

from a single-phase to two phases separated by a stationary domain wall is a unique features of this system, arising from the tristable potential and the control afforded over $\Delta U_{CL}$ and $\Delta U_{CR}$. Collisions have been studied previously by using 1D chains such as an array of pendulums [40], which can be described by the Sine-Gordon equation, but the transition waves usually pass through each other.

We now turn our attention to the effect of this stationary domain wall on mechanical properties. To examine this, we measure the static response of the chain starting from phase $L$ without a stationary domain wall, as shown in Fig. 7(a)(i). In this experiment, we fix the position of the hinge at $n = 1$, which connects upper and lower square elements, while the rotation is not constrained. Then, we apply the tension to the right-most hinge at a constant speed of 3 mm/s (see Note 8 within the Supplemental Material for the details of our experimental setup [30]). Our test clearly shows the phase transition initiating from the right end of the chain, i.e., the loading point, and propagating to the other end (such phase transformation behavior can also be found in kirigami-based structures [41]). This eventually brings the entire chain to phase $C$ (see Video S4 within the Supplemental Material [30]). The phase changes are fully elastic and reversible, as the material remains in the elastic regime. The structures are therefore reconfigurable, in this case with two types of phase transitions: one from a higher-energy state to a lower-energy state, and the other in the opposite direction. Figure 7(b) shows the force-displacement curve for the chain without a SDW (“no SDW”). The force curve shows a serration shape, maintaining a nearly constant force level as the chain incrementally opens.

FIG. 7. Transition from phase $L$ (or $R$) to a higher-energy state, phase $C$. (a) 3D reconstructed images of the tensile tests on a 1D chain for two different initial configurations: (i) all square elements are initially in phase $L$, and (ii) a single SDW is embedded at column $n = 17$, which connects the left half (phase $R$) and right half (phase $L$) of the chain. (b) A force-displacement curve obtained from the experiments is shown for the case of no domain wall. The bottom inset is the magnified view of the force plot in which single-SDW and double-SDW cases are included. (c) We experimentally measure the first peak of force [denoted by the arrow in (b) (upper)] for various configurations. The error bars indicate the standard deviation calculated from three tests on an identical sample for each configuration.
Next, we embed a single SDW into the chain manually at \( n = 17 \) (the center of the chain), acting as an interface between phase \( R \) on the left and phase \( L \) on the right, as shown in Fig. 7(a)(ii), and subsequently apply tension to the chain. Unlike the first case in which no SDWs are present (no SDW), the transitions begin around the SDW and propagate to the right end. Then, the interface between phase \( R \) and phase \( C \) moves to the left (see Video S5 within the Supplemental Material [30]). The lower inset of Fig. 7(b) shows the initial increase of the tensile force for both no SDW (denoted in blue) and single SDW (denoted in red). Interestingly, the point at which the force first drops [denoted by the black arrows in Fig. 7(b)] takes place at a lower force and displacement when a SDW is present (single SDW) than when it is not (no SDW). This is due to the larger average distance between magnets around the SDW and phase boundary. If we embed two SDWs in the system, this point decreases further.

To analyze the initiation of the transition motion under tension, we extract the first peak of the force \( (F_S) \) for five different configurations; no SDW (phase \( L \)), single SDW (embedded at \( n = 9, 17, \) or 25), and double SDW (\( n = 12 \) and 23). Figure 7(c) shows the different \( F_S \) values as a function of the chain configuration. As we increase the number of SDWs, \( F_S \) decreases. Also, focusing on the single-SDW case, if the location of the SDW is closer to the right end, \( F_S \) becomes smaller. This spatial dependence suggests the possibility of identifying the position of the SDWs by simply measuring \( F_S \), without knowing the configurations of all square elements.

In summary, we experimentally, numerically, and analytically characterize a mechanical metamaterial comprising multistable (tristable) elements, and establish a framework for understanding transition wave propagation in this system. Careful control over the potential energy landscape of the individual elements is afforded by a phase diagram, which delineates the geometric parameter values at which multiple phases can coexist. We demonstrate that quasi-one-dimensional chains of tristable elements support transition waves with not only readily controlled wave speeds [22,38], but also characteristics not observed in previous work on transition waves in 1D bistable lattices, including coupled rotational and translational DOF, bidirectional and two-step propagation, and the formation of stationary domain walls upon the collision of incompatible transition wave fronts. The ability to move, reverse, and add phase boundaries raises the prospect of metamaterials that can be dynamically reconfigured based on one or two simple inputs. The incorporation of such a platform with advances in soft robotic and active material systems will pave the way towards spatiotemporal control over complex dynamic behaviors.
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